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Abstract

The nature of Dark Matter, Dark Energy and large scale Gravity pose some of the most pressing questions in
cosmology today. A number of wide-field spectroscopic survey instruments are being designed to meet the re-
quirement of the high precision needed to address these fundamental questions. A key component to achieve
this is the development of a simulation tool to derive the expected science performance of a given instrumental
configuration, itself derived from science requirements and programmatic constraints. We describe SPOKES
(SPectrOscopic KEn Simulation), an end-to-end simulation facility for spectroscopic cosmological surveys
designed to address this challenge. We use the DESpec (Dark Energy Spectrometer) experiment concept as
a baseline for development, but the framework is completely general. We describe the innovative architec-
ture of the SPOKES facility which is based on an integrated architecture, with coherent data handling and
modular function access provides exact reproducibility and enables ease of use and the flexibility to evolve
functions within the pipeline. The full-circle nature of the pipeline newly offers the possibility to make the
science output an efficient arbiter of design optimization and feasibility testing. We present first science and
performance results of the simulation pipeline. We discuss how SPOKES will provide a rigorous process
to optimise the survey instrument, to demonstrate the feasibility of the measurement and to prepare for the
science interpretation and exploitation of the data.
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1. Introduction

Recent progress in cosmology in the last few
decades have led to to some of the most pressing
questions in fundamental science today. These are
related to the understanding of dark matter, dark en-
ergy and gravity on cosmological scales. To address
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these questions, several wide-field spectroscopic sur-
veys are ongoing or in the planning WiggleZ, HET-
DEX, SuMIRe, BigBoss, DESpec, 4MOST (Abdalla
et al., 2012; Adams et al., 2010; de Jong et al., 2012;
Drinkwater et al., 2010; Schlegel et al., 2011; Vives
et al., 2012) . These will provide three-dimensional
maps of the large-scale structure of the universe via
the measurement of the angular positions and red-
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shifts of galaxies in large cosmological volumes.
The design of modern survey instruments are

largely driven by the requirement of the high preci-
sion needed to address these fundamental questions.
To reach this required precision, a key component is
the development of a simulation tool to derive the
expected science performance of a given instrumen-
tal configuration, itself derived from science require-
ments and programmatic constraints. This will pro-
vide a rigorous process to optimise the survey instru-
ment, to demonstrate the feasibility of the measure-
ment and to prepare for the science interpretation and
exploitation of the data.

[We should have a few sentences regarding
what simulations are being performed, but it re-
quires a bit of care. I’m thinking just a census,
not an assessment of them AR: I agree.]

In this paper, we describe SPOKES
(SPectrOscopic KEn Simulation), an end-to-end
simulation facility for spectroscopic cosmologi-
cal surveys. We use the DESpec (Dark Energy
Spectrometer) experiment design as a baseline for
development, but the framework is completely
general. In §??, we describe the challenges which
these surveys need to meet to reach the required
precision, the key elements of a spectroscopic survey
and the principal ingredients in a framework that
simulates surveys. In §3, we present SPOKES and
show how it was designed to address these chal-
lenges. In §4, we present science and performance
results of the simulation pipeline. Our conclusions
are summarized in §5. Details of the analysis of
each function, the computing environment and the
input cosmological simulation are described in the
Appendix.

2. The Challenge for Spectroscopic Surveys

[AA: to Brian. The text below is very rough and
no doubt full of typos, but you should be able to get
the gist of what I was trying to do. ]

Given the significant resources that will be in-
vested in spectroscopic surveys, it is important to
consider the new challenges that we will face at the
new levels of precision that we hope to achieve. in
particular, we focus here in issues associated with (i)

high-precision, (ii) systematics, (iii) complexity, (iv)
pre-decisions and (v) heritage.

• High precision: The next generation of spec-
troscopic surveys, as with many Stage IV
(**ref**) experiments, are targeting precisions
that would lead to percent level errors on the
dark energy of state (w) (**ref**). These are
ambitious targets that push these surveys to
maximise their statistical information content
by covering significant fractions of the observ-
able sky. This means that surveys are reaching
the limit of cosmic variance and so future opti-
misations need to be subtle and extract the max-
imal available information.

• Systematics limited: Numerous sources of sys-
tematic errors become significant as the statis-
tical power of the surveys increases. These in-
clude ****

• Complexities: The difficult in dealing with sys-
tematics errors is further compounded by the
fact that errors can strongly couple to each other.
For instance, as an example, errors in *** can
compound probes associated with *** because.
Another subtlety is that the correction functions
from galaxy surveys are constructed from the
positions of samples (in this case the galaxies)
rather a correlation function of the tags (e.g.
size, ellipticity etc). This means that subtle sys-
tematics that effect the spacial selection func-
tion can have leading order effects, rather than
second order in the case of tag correlations, un-
less they are accounted for carefully.

• Pre-decisions and target selection: Spectro-
scopic surveys differ crucially from imaging
surveys in that key decisions about the target
sample need to made beforehand. This com-
plexities the possible instrument configurations
increases the importance of modelling the sys-
tem early before data is collected.

• Heritage work/code: Wide-field spectroscopic
surveys for large scale structure mapping is a
matured field. This means that there are many
tools and methods that have been developed to
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Figure 1: The SPOKES pipeline flow diagram shows the sequence of calculations viz. the main modules (labeled 0-11 in the upper
left corner of the boxes), as well as data exchange between modules via the data bank. All external data (circles) are ingested
before the pipeline is run and placed into the data bank for access downstream: input data is converted into the SPOKES native
data format, and all data and parameters are agglomerated into one catalog. The modules (squares) access (arrows) the data from
the data bank via the API send their output back into the data bank. The clock-like nature of the pipeline emphasizes this data
management scheme as well as the action sequence.

date. Incorporating such expertise is therefore
highly desirable, but the difficulty is that these
available tools form a strongly heterogeneous
sets making the process of integrating them dif-
ficult.

It is becoming increasingly clear that because of
these difficulties we will be ever more reliant on
simulations to design and verify future experiments.
Further more, as the simulations become more so-
phisticated they are also likely to play more impor-
tant roles in developing the data processing frame-
work. To full-fill their potential, simulation pipelines
for spectroscopic surveys require several key ingre-
dients. Because of the potential for complex cou-
pling of systematics errors the simulations will need
to track all the important steps in the process. This
points towards the need for an end-to-end architec-

ture.
[AA: stuff below still needs some polish]
All the functions should pass (meta)data consis-

tently and clearly from one function to the next.
The architecture will be sufficiently integrated such
that each function communicates with the rest of
the pipeline through the same mechanisms to al-
low data and logic to be tracked precisely. This
will additionally allow reproducibility at a very fine
level: one should be able to produce identical re-
sults with identical inputs; e.g., stochasticity can be
removed/controlled by saving the value of random
seeds.

The framework will still, however, be sufficiently
flexible to permit ingestion of new functions and
modification of current functions. In addition,
some operations of the experiment or analysis of
the data will be time-consuming or memory-heavy.
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Therefore, the pipeline will adapt across a range
of run modes—at one side to accomodate high-
speed, high-efficiency runs and at the other to permit
computationally-intense (e.g., image-level) calcula-
tions, which may require parallelization: the pipeline
will be sufficiently flexible to accomodate a high dy-
namic range in detail and parallelization.

The run time of the pipeline will depend on the
run mode (i.e., the level of detail simulated). How-
ever, there will be a mode that can both run fast and
relatively precisely to recover the correct output of
the experiment.

3. SPOKES Pipeline

We ingest the pipeline functions into a simulation
architecture designed to meet the requirements. Fig 1
shows the arrangement of components along with the
architectural components that we describe below—
from the data format, to the module functions to the
glue that holds it all together.

Filesystem and Data

API

Module 0 Module 1 Module 2 Module N

Glue

Data 0 Data 1 Data 2 Data M

SPOKES Native Data Groups

Original Input 

Data
(A)

(B)

(C)

(D)

Figure 2: Data in the data bank (Section A) is handled by three
principal elements. The API (B) handles data access throughout
the pipeline, starting with conversion of data to the SPOKES
native data format. The modules (C) read and write data via the
API, but they are otherwise independent of one another. The
glue (D) connects the various elements of the pipeline, uses the
API to access data, and is the main interface for the user—i.e.,
the point where the user selects the order of modules and the
versions to use.

3.1. Glue
Finally, the topmost layer, the glue (Fig. 2D), co-

heres all of the pieces into one point of configura-

tion. The glue is responsible for merging configu-
ration files, combining data and parameters into the
data bank, managing the modules (which are exe-
cuted and in what order), and finally the execution
of the pipeline.

3.2. Modules
Pipeline operations are broken into discrete mod-

ules, each of which performs a specific function in
the pipeline. Each of these only handles specific data
sets. The modules are functionally independent of
one another, but linked via the base (data) layer of
the architecture (see Fig. 2C). The modules are dis-
cretized in such a way as to allow for one of them to
be replaced by a new algorithm, not affecting the re-
mainder of the modules, as long as the same data are
passed back into the data layer. The principal con-
straint on module ingestion is the data available in the
databank: new implementations of modules are per-
mitted given that they conform to the structure and
availability of data. While the architecture is modu-
lar, we integrate the subsystems into the pipeline to
ensure that the pipeline runs flawlessly from end to
end.

We provide a brief, high-level overview of how
a spectroscopic survey is planned and undertaken.
We delineate sequentially the operations and science
analysis—from creating/gathering the input to red-
shift analysis to cosmological parameter estimation.

1. An imaging survey (e.g., SDSS, DES, LSST)
finds galaxies in the sky and measures their
photometry (magnitudes and colors) in a set of
wide-band filters. The photometry and sky po-
sition is then used to decide if a galaxy contains
a spectrum of interest.

2. In similar fashion to an imaging experiment, the
spectroscopic experiment surveys the sky tile by
tile, successively.

3. For each tile, the fibers are allocated to targeted
galaxies.

4. A galaxy’s spectrum is then measured in
the spectrograph or reconstructed in simula-
tions. In simulation, the spectra are recon-
structed from photometrically-derived coeffi-
cients (from the imaging sample) in tandem
with empirically-derived spectral templates of
known galaxy/spectrum types.
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5. In simulation, we replicate the instrument op-
tical throughput and noise sources (i.g., at-
mosphere, CCD read noise), which obstruct
and confuse photon paths, reducing the overall
signal-to-noise of mock observed spectra.

6. By comparing the survey target spectra with that
of galaxies with known redshifts, we can mea-
sure spectroscopic redshifts of the new galaxies.

7. With a number density distribution of spectro-
scopic redshifts, Fisher matrix analyses can pro-
vide estimates of cosmological parameters.

Each component and algorithm employed is dis-
cussed in further detail in Appendix A.

3.3. Data Handling
An application programming interface (API) pro-

vides a simple, user-friendly and robust interface be-
tween the module and the data bank (see Fig. 2B).
The API is designed to efficiently handle data, sim-
plify data access and reduce possible bugs in input
and output. All the modules use the same format for
reading and writing data: this standard reduces the
possibility of having inconsistent or duplicate data.
It makes the data readily accessible for quality as-
surance tests and allows the flexible deployment of
different data sets.

3.4. Data Location and Format
Our data format has to be able to handle many data

types, perform well while handling large amounts of
data and be flexible enough to store all data for a
rapidly evolving pipeline. We avoid having to main-
tain many input files and having to document the
contents and source of each file separately. One of
the main challenges was to implement an exchange
scheme between modules that is easy to use, flexible
and robust, so that the substitution of a module does
not break the pipeline.

The FITS data format1 is the main format for as-
tronomical imaging and catalogs in the modern era
(second perhaps only to ASCII), and has a long his-
tory (e.g. White et al., 1991). We evaluated the FITS
format and found that it was not flexible enough for
the requirements described above.

1http://fits.gsfc.nasa.gov/

We thus introduce the concept of the databank:
in SPOKES, this data bank is a single HDF5 format
(Group, 2000-2010) file containing all the data used
within the pipeline. A HDF5 file is structured like
the filesystem on a harddisk, where each data set has
a unique path—as in /group/subgroup/dataset, which
resides in a named “group” and “subgroup.” These
data sets can contain nearly any data type, includ-
ing arrays. The databank need not be a single HDF5
file however; the data can be partitioned in whichever
way(s) that the modules or run modes require.

The chosen data format enhances readability and
clarity, and it provides modularity of data access: a
module may use individual aspects of a data group
without having to read in all data. For example, a
module can access galaxy identification numbers and
positions without reading all the other data that an-
other module might need.

All original data from input, including parameters
(e.g., telescope optics choices) and data (e.g., galax-
ies), are converted to the native data format and sepa-
rated into M data sets within the databank upon initi-
ation of the pipeline, as shown in the base data layer
of the architecture in Fig. 2A.

The data groups within the data bank are parti-
tioned according to module usage and related infor-
mation; these data groups are shown in the legend in
Fig 1. In sum, a data set is contained within a data
subgroup of a data group. For example of immutable
parameters, “Spectrograph” is a subgroup of “Instru-
ment,” and “wavelength range” is the data set of in-
terest. For an example of changing data, “Galaxy” is
another main group, with a data sets “RA” and “spec-
troscopic redshift”: the former doesn’t change, while
the latter is created in Module 7. Our data sets are or-
ganized to coincide with the data handling method-
ology that allows read in of specific data when they
are needed, a property we call “What you need when
you need it” or WYNWYNi. The data groups are de-
scribed below:

• Galaxies (G) contains all galaxy data.

• Survey Tiles (T) contains a set of tile informa-
tion (sky position, airmass, time of observa-
tion, etc) and is used to link galaxies with the
time and observation environment in which they
were observed.
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Table 1: Input Parameters
Data Group Used by Module(s) Parameter Value(s)

Instrument (I): Fibers
3,4 Fiber diameter 1.27 arsec
3 Pitch 6 mm
3 Patrol radius 6 mm
3 Number of Fibers 5000

2,3 Fiber Arrangement Hexagon
2,3 Passes per Tile 2

Instrument (I): Telescope
4 Optical Efficiency* 0.25

Instrument (I): Spectrograph
6 Read Noise 5 photons

6,7 Wavelengths [350, 1050] nm
Survey Parameters (U)

2 Exp time 1200 s
2,9,10 Area 50 sq. deg.

2 Duration 500 Nights
1,2,9 RA range [xx, xx]
1,2,9 DEC range [xx, xx]

Environment (E): Atmosphere**

2 Weather/Seeing Model
6 Sky Background Gemini Sky Models
6 Atmospheric Extinction Palomar Extinction Curves

Analysis (A): Target Selection
1 (g − r) color [-1, 2]
1 (r − i) [-1, 2]
1 i mag < 23.5

1,7 photo-z range zphoto < 1
Analysis (A): Redshift Binning

10 bin width 0.1
10 max redshift 1.0

The input variables to the pipeline and the values used in the demonstration run of the SPOKES pipeline. Data groups and module
numbers coincide with those of Fig 1. The 23 parameters shown here are necessary to running a spectroscopic experiment; some

may indeed by derived from more fundamental parameters, but these are required.

* This value is the mean at the plateau of the throughput spectrum. See Appendix A.4 for details of the throughput calculation.
** see Appendix A.5 for details

• Fibers (F) contains a set of fiber information (lo-
cation in focal plane,

• Ensemble (N) contains data on the galaxies as a
collection—the redshift histogram, related cos-
mological constraints, etc.

• Instrument (I) contains several subgroups rep-
resenting the subsystems of the instrument—
optics, fibers and spectrograph—each of which
has several parameters.

• Environment (E) contains the information re-

garding the atmosphere (absorption and emis-
sion spectra) and location (e.g., elevation) at
which the observations are taking place.

• Survey Parameters (U) holds the data necessary
to run the survey—e.g., exposure time per tile
and region of the sky to be observed.

• Spectral Templates (S) contain the eigentem-
plates used to reconstruct galaxy spectra.

• Analysis Choices (A) contains the information
that can be used to vary the analysis methods—
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e.g, magnitude or color cuts for Target Selec-
tion (Module 1) and bin size for redshift binning
(Module 8).

• Constants (C) holds physical constants and the
random seed.

• Run-time Parameters (R):

The formal delineation of data sets also elucidates
the interaction between them. For example, galax-
ies are linked to the tiles in which they are observed,
but it is inefficient for each galaxy to directly carry
the information for each tile. Therefore, each galaxy
merely carries a Tile identification number (or -1 if
not observed), which is used to reference the tile cat-
alog; the tile catalog holds all the information about
each tile. In this way, the tile fiber and galaxy data
sets interact as if in a relational database.

The input parameters to the pipeline represent the
hardware and analysis characteristics. The parame-
ters are different from the data in that they are fewer,
immutable during a pipeline run and are mostly input
by hand (with the exception of telescope optics; see
Appendix A.4). We see the complete list of param-
eters in Table 1. Note that several modules use the
same parameters.

3.5. Quality Assurance
Our Quality Assurance (QA) paradigm aims at a

continuous integration, performing tests at both the
unit and facility levels to constantly monitor the log-
ical and programmatic progression of the pipeline. It
provides sufficient information to diagnose outcom-
ing science results at each step, and trace back the
affects of each component on the final results.

QA first performs a series of basic logical cross-
checks at the onset of each module: e.g., after fibers
have been allocated to galaxies, the same function
checks that each galaxy has received some value flag-
ging it as observed or not; but, it also checks that this
value is within the range of available fiber indices.

The pipeline also provides scientific diagnostic
figures and plots to check fidelity at each step: e.g.,
the Survey Strategy produces a map of the fields ob-
served, and the spectral reconstructor and noise gen-
erator produce images of spectra for a subsample of
the mock-observed galaxies.

[describe figures]

Figure 3: A pure galaxy spectrum reconstructed from a set of
templates. This process is described in Appendix A.5. Note the
principal features of the spectrum, as well as the redshifting.

Figure 4: A galaxy spectrum with noise computed from mul-
tiple sources, including Poisson noise from photon counts and
CCD readout noise. Details of the noise generation process can
be found in Appendix A.5.[could overlay the pure on top of
this one?]

4. Results

Here, we show the results for a run of the SPOKES
pipeline with a particular set of input parameters and
mock galaxies, with the intent of producing sen-
sible cosmological measurements, compared with
already-complete and analyzed surveys. First, we de-
scribe the choices for the input parameters describing
the telescope, survey and analysis choices. Then, we
show the science results and compare them to results
derived from past and modern surveys. Finally, we
detail the computational performance of the pipeline.
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4.1. Data and Parameters

We take standard inputs (both data and parame-
ters) and pass it through standardized modules al-
lowing the parameter-specified modules to act on the
data and produce standard outputs. This provides a
clean and integrated analysis tool.

[Describe our choices of parameters.]

4.2. Science Performance

In order to verify the capabilities of SPOKES to
predict the outcome of future surveys, we run the
pipeline for a typical set of parameters for a survey,
monitoring key outputs to assess to the pipeline per-
formance. The key outputs to assess are 1) a com-
parison of the spectroscopic and the true redshifts
of galaxies, 2) the number distribution of spectro-
scopic redshifts and 3) the resultant DE Figure of
Merit, confidence contours in the w0 − wa plane. As
we merely seek to verify that the pipeline results
are sensible to demonstrate performance, we do not
here address already-complete surveys; this compar-
ison is reserved for later work REF(Nord, et al.,
2013b), where we assess SPOKES output for pa-
rameters from a host of completed surveys. Table 1
shows the values chosen for our demonstration run.

Figure 5: Comparison of true redshifts and the measured spec-
troscopic redshifts. See Appendix A.6

4.2.1. More specific questions
• Will’s suggestions

• Compare to only having and exposure time cal-
culator.

Figure 6: Redshift distribution dn/dz (z) for the spectroscopic
redshifts (bars) and for the true galaxy redshift (line). The bin
width is set 0.1, producing 19 bins between z=0 and z=2. See
Appendix A.7

Figure 7: Confidence contours for a joint estimate of dark en-
ergy parameters, w0 and wa. See Appendix A.9

4.3. Computational Performance

For the simulation demonstration runs, we re-
port on computational performance to show that the
SPOKES pipeline has the key ingredients outlined in
§??. We show here the timing and memory usage for
one of our typical runs.

5. Final Remarks and Conclusions

Modern cosmology experiments have become suf-
ficiently precise and complex such that new meth-
ods are required to perform accurate feasibility stud-
ies and to perform survey optimization. We have
demonstrated the completeness, speed and flexibility
of the SPOKES simulation pipeline.
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Figure 8: The timing and memory suage of each module.

The authors would like to thank many people
for useful discussions during development of the
pipeline and in the writing of this manuscript, includ-
ing Michael Meyer at ETH.
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Appendix A. Functions within the Spectroscopic
Pipeline

In this appendix, we discuss the basic functions
of each module in the spectroscopic observation and
analysis pipeline.

Appendix A.1. Target Selection

[need settle on details of our algorithm]

• Inputs: magnitudes m ∈ {g, r, i, z, y}; photomet-
ric redshifts zphoto; positions; and unique galaxy
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index; prescribed magnitude limits and color
limits.

• Output: binary selection flags denoting
whether a galaxy is selected for spectroscopic
observation.

Appendix A.2. Survey Strategy
This function provides a complete Survey run sim-

ulator, incorporating realistic environmental and sky
conditions. In this simulation, we aim to allow: 1)
Field coverage optimization and a survey mask; 2)
Target allocation and observation night efficiency ;
and 3) Input for simulation pipeline and Figure of
Merit analysis.

The module is divided into two main functions—
the planner and the scheduler. The first one is in
charge of allocating all the pointings necessary to
cover one or more fields in the sky following a prede-
fined hexagonal tiling pattern. The result is a list of
tiles pending to be scheduled. This output mainly
depends on the specified fields and the number of
passes.

The scheduler then identifies the visibility of the
fields during the year (under visibility only mode)
and schedules the remaining pointings based on a set
of observing nights. There are other relevant param-
eters such as airmass limit, first- and second-order
moment seeing, exposure time, as well as moon
brightness. At the end of the process, the module
outputs a list of scheduled targets for each night with
its observation time, airmass, seeing, sky background
brightness and celestial coordinates.

This information is then passed to the fiber allo-
cation module that, together with the position of the
galaxies, positions the fibers in each of the scheduled
tiles.

• Inputs:

• Output:

Appendix A.3. Fiber Allocation
The fiber allocation module takes as inputs the the

center positions for each tile produced by the Survey
Strategy module, the positions for the target galaxies
produced by Target Selection and all the numbers de-
scribing the fibers: patrol radius, fiber diameter and

number of fibers along the diameter of the hexagonal
tile and the hexagon radius in degrees.

As a first step the fibers receive positions over the
hexagonal tile following a padding where each fiber
is surrounded by six equidistant fibers producing an
hexagonal pattern. In this geometrical configuration
each target in the sky can be reached at least (most)
by three (four) fibers. In this process each fibers is
assigned a unique ID.

The central part of the fiber allocation module is
the algorithm that decides which galaxies are going
to be matched by a fiber. We use two allocation al-
gorithms.

The first one gives priority based on the local
galaxy density. The motivation for this algorithm
is give priority to galaxies in crowded regions re-
gions. The first step in the algorithm is estimating for
each galaxy the number of galaxies to be allocated
within a patrol radius, np. We calculated for each
spine a list of galaxies that can be reached, this list
is ranked in descending order by np. For each spine
the galaxy with the highest np is allocated. Then we
check for fiber collisions: in the case of a collision,
the two fibers are reset and the process iterates until
the number of fiber collisions cannot be decreased or
the number of collisions is zero.

The code has been implemented in Python. It
takes about 25 seconds to run on a 3.8GHz proces-
sor for a single field of 8000 targets, observed twice
with 4000 spines. Most of the run time is spent in
re-setting the fiber collisions.

• Inputs: galaxy positions; fiber positions

• Output: flag on galaxies, denoting which fiber
was matched (or −1 if no fiber is matched).

Appendix A.4. Throughput

In the throughput module, two kinds of efficiency
as a function of wavelength are calculated—one for
the physical optics in the main barrel of the instru-
ment, as well as the spectrograph and fiber optics,
and the other for the fiber optic aperture.

For the physical optics of the telescope, we include
all major elements along the light path: from the top
end footprint to the primary mirror and wide-field
corrector. We add to this estimates of the efficiency
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for the fiber positioning system REF(i.e., Mohawk)
and the fiber efficiencies. For the dispersive element,
we assume a volume-phase Holographic (VPH) grat-
ing REF(need ref), whose efficiency spectrum is es-
timated via a VPH gsolver REF(need ref). Next, for
the spectrograph, we account for the collimators, the
camera and the CCD.

Finally, we return the aperture calculation which
has potential to highly influence the amount of
galaxy light reaching the CCD. We convolve a Mof-
fat (Beta), Gaussian, deVaucoleur and exponential
profile to capture a variety of galaxy types and
the degradation fo spot sizes; we calculate aperture
losses for circular apertures, including offsets from
the image center. [Will: need details/explanations]

While atmospheric power is used in our calcu-
lation, it is implemented in another module of the
pipeline (Appendix A.5) and will be discussed there.

• Inputs: telescope physical optics efficiency
spectra

• Output: throughput through full light path
within telescope and instrument.

Appendix A.5. Reconstruction of Pure Galaxy Spec-
tra and Noise Spectrum

Galaxy rest-frame spectral energy distributions are
reconstructed using kcorrect REF(Blanton 2003)
from a small set of template spectra, which are them-
selves derived via the non-negative matrix factoriza-
tion technique REF(BR 2007).

The output from the pure spectral reconstruc-
tion is a wavelength-redshifted and flux-dimmed
SED for each galaxy, where the wavelengths are
taken in Angstrom, and the flux is in units of
ergs cm−2s−1A−1. These are used in the noise gen-
erator to produce noise that includes the atmosphere,
Poisson noise from counting photons and read noise
from the spectrograph. Atmospheric absorption
comes from the Palomar sky extinction model (from
B. Oke and J. Gunn), and the atmospheric emission
from optical sky background models from Gemini 2.

Details of the reconstruction and noise generation
can be found in Appendix A2 of Cunha et al. (2012).

2Sky spectrum obtained from http://www.gemini.edu/

sciops/ObsProcess/obsConstraints/atm-models/

skybg\_50\_10.dat

• Inputs:

• Output:

Appendix A.6. Redshift Measurement

To measure galaxy redshifts from their spectra,
we employ a cross-correlation method REF(ref for
this method), which compares a galaxy spectrum,
si, with unknown redshift against a set of template
spectra t with known redshifts.

On both the galaxy and some template spectra, we
first perform a rebinning to a logarithmic wavelength
grid [WHY]. This is followed by continuum subtrac-
tion using a moving average. Next, from the tem-
plates, we create a set of eigentemplates, e, via prin-
cipal component analysis. The eigentemplates are
then incrementally shifted (on the logarithmic grid,
corresponding to a redshift in the wavelength) until
the average overlap with each continuum-subtracted
galaxy spectrum is maximal, where the correspond-
ing shift yields the spectroscopic redshift zspec =
λ∗

λmin
− 1. When tested on a truth catalog, the relative

error of the spectroscopic redshift by this method is
typically less than 0.5%.

• Inputs: galaxy spectra with noise, s(λ); a set of
template spectra t(λ); wavelength range (λmin,
λmax); number of bins N REF(of what?)

• Output: spectroscopic redshift zspec

Appendix A.7. Redshift Binning

The galaxies are binned in spectroscopic redshift
and RA and DEc, according to a user-defined param-
eter for the number of bins. The result is the number
density distribution dn)/dzdΩ.

• Inputs: galaxy spectroscopic redshifts, galaxy
positions, number of bins

• Output: number density distribution

Appendix A.8. Selection Mask

In general one would, [XXX]
In practice, for the current version of the pipeline,

we merely need to measure the fraction of sky for
which we have measured spectroscopic redshifts.
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Appendix A.9. Estimation of Cosmological Param-
eters

The last step of the pipeline consists of forecasting
the constraining power of a given survey configura-
tion by analyzing the simulated galaxy catalogue.

From the redshifts and angular positions of the
galaxies in the simulation we calculate the theoret-
ically expected values for a number of correlation
functions whose values depend on the cosmological
parameters. In this paper, we choose to consider the
angular matter power spectrum (i.e. two-point corre-
lation function), because it can readily be compared
to experimental data without assuming a cosmolog-
ical model. The information contained in the angu-
lar power spectrum of a number of different redshift
bins, as well as that between redshift bins, enables us
to constrain the cosmological parameters by compar-
ing theory with observation.

The constraints on the cosmological parameters
expected for a given survey configuration and cos-
mological observable can be estimated using the
Fisher matrix formalism before having conducted the
actual experiment (Tegmark et al., 1997). Assum-
ing that both the data and the parameters are Gaus-
sian distributed, the Fisher matrix propagates the ex-
pected measurement errors down to uncertainties on
the cosmological parameters derived from the exper-
iment, assuming fiducial values. In the case of a to-
mographically analysed galaxy redshift survey, we
can write the spherical harmonic decomposition of
the observed angular power spectrum between two
redshift bins xi and x j following (Hu and Jain, 2004)
as

C̃xi x j

l = Cxi x j

l + N xi x j

l (A.1)

where N xi x j

l is the contribution due to shot noise and
given by

N xi x j

l = δi j
1
ni

(A.2)

The variable ni denotes the angular galaxy density
in bin i. Using these definitions the Fisher matrix
of a given experiment with sky coverage fsky can be
computed with (Hu and Jain, 2004)

Fαβ = fsky

∑
l

(2l + 1) ∆l
2

Tr
[
DlαC̃−1

l DlβC̃
−1
l

]
(A.3)

where ∆l = 1, C̃l denotes the data covariance matrix
and Dlα contains the dependence of the observables
on the cosmological parameters θα and whose ele-
ments are

[Dlα]i j =
∂Cxi x j

l

∂θα
. (A.4)

The Fisher matrix encodes the minimal standard
deviation of each parameter around its maximum
likelihood estimate (see e.g. (Kendall and Stuart,
1973)). This uncertainty is given by

∆θα ≥
√

F−1
αα (A.5)

To calculate the Fisher matrix we need to specify
the parameter set to constrain and the fiducial val-
ues for these parameters. In our calculations we
choose the set consisting of the seven cosmological
parameters and fiducial values θ = {h = 0.7,Ωm =

0.3,ΩΛ = 0.7,w0 = −0.95,wa = 0.0, ns = 1.0, δH =

1843785.96}. The two parameters w0 and wa encode
the time-dependence of the dark energy equation-of-
state parameter which we choose to model as pro-
posed by (Linder, 2003): w (a) = w0 + wa (1 − a).

Our Fisher matrix calculations are performed ap-
plying the Limber approximation (Limber, 1953) for
the angular matter power spectrum :

Cl, Limber =
1
c

∫
H(z)

Wi(z)W j(z)
χ(z)2 P

k =
l + 1

2

χ(z)

 dz.

(A.6)
The relevant cosmological quantities are calculated
using the PyCosmo software REF(Author et al.?).
The redshift selection functions W (z), fractional sky
coverage fsky and angular galaxy densities ni are
taken from the simulated and processed galaxy cata-
logue.
A better approach for future calculations is to use the
exact expression for the angular power spectrum (not
using the Limber approximation). Furthermore, the
cosmological parameter module should be extended
to compute parameter constraints for any possible
observable in a galaxy survey.

• Inputs: number density distribution of galaxies
dn/dzdΩ; sky fraction, fsky.
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• Output: estimates of cosmological parameters,
θ̂

Appendix B. Simulation Data

For this study we have used the mock galaxy cat-
alogs created for the Dark Energy Survey based on
the algorithm Adding Density Determined GAlaxies
to Lightcone Simulations (ADDGALS; Busha et al.,
2013; Wechsler et al., 2013). This algorithm attaches
synthetic galaxies, including multiband photometry,
to dark matter particles in a lightcone output from
a dark matter N-body simulation and is designed to
match the luminosities, colors, and clustering prop-
erties of galaxies. The catalog used here was based
on a single “Carmen” simulation run as part of the
LasDamas of simulations (McBride et al., 2009) 3.
This simulation modeled a flat ΛCDM universe with
Ωm = 0.25 and σ8 = 0.8 in a 1 Gpc/h box with 11203

particles. A 220 sq deg light cone extending out to z
= 1.33 was created by pasting together 40 snapshot
outputs.

The galaxy distribution for this mock catalog was
created by first using an input luminosity function
to generate a list of galaxies, and then adding the
galaxies to the dark matter simulation using an em-
pirically measured relationship between a galaxies
magnitude, redshift, and local dark matter density,
P(δdm|Mr, z) – the probability that a galaxy with mag-
nitude Mr and redshift z resides in a region with local
density δdm. This relation was tuned using a high
resolution simulation combined with the SubHalo
Abundance Matching technique that has been shown
to reproduce the observed galaxy 2-point function
to high accuracy (Conroy et al., 2007; KRAVTSOV
et al., 2003; Reddick et al., 2012).

For the galaxy assignment algorithm, we choose a
luminosity function that is similar to the SDSS lumi-
nosity function as measured in (Blanton et al., 2003),
but evolves in such a way as to reproduce the higher
redshift observations (e.g., SDSS-Stripe 82, AGES,
GAMA, NDWFS and DEEP2). In particular, φ∗ and
M are varied as a function of redshift in accordance
with the recent results from GAMA (Loveday et al.,
2012).

3Further details regarding the simulations can be found at
http://lss.phy.vanderbilt.edu/lasdamas/simulations.html

Once the galaxy positions have been assigned,
photometric properties are added. Here, we use
a training set of spectroscopic galaxies taken from
SDSS DR5. For each galaxy, in both the training
set and simulation, we measure ∆5, the distance to
the fifth (5th) nearest galaxy on the sky in a red-
shift bin. Each simulated galaxy is then assigned an
SED based on drawing a random training-set galaxy
with the appropriate magnitude and local density, k-
correcting to the appropriate redshift, and project-
ing onto the desired filters. When doing the color
assignment, the likelihood of assigning a red or a
blue galaxy is smoothly varied as a function of red-
shift in order simultaneously reproduce the observed
red fraction at low and high redshifts as observed in
SDSS and DEEP2.

Appendix C. Computing Environment Require-
ments

The pipeline is designed to run on any system that
has the required software.
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